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Abstract

Information extraction (IE) systems assist analysts to assimilate information from electronic documents. Information discovery applications involve examining large volumes of documents drawn from various sources for situations that cannot be anticipated a priori, they require IE systems to have breadth as well as depth. This implies the need for a domain-independent IE system that can easily be customized for specific domains: end users must be given tools to customize the system on their own. This paper describes a domain portable, scalable IE engine designed for such purposes. It describes new IE tasks such as synthesis of entity profiles, and extraction of concept-based general events which represent realistic goals in terms of what can be accomplished in the near-term as well as providing useful, actionable information. Entity profiles consolidate information about a person/organization/location etc. within a document into a single template; this takes into account aliases and anaphoric references as well as key relationships and events pertaining to that entity.   These new tasks facilitate the correlation of output from an IE engine with structured data to enable text mining. InfoXtract’s hybrid architecture, comprised of grammatical processing and machine learning is described along with benchmarking results for the core engine.  The focus is on the suite of tools and processes for rapid domain porting.

1
Introduction 

The last decade has seen great advances in the area of information extraction (IE). In the US, the Message Understanding Conference (MUC) [Chinchor and Marsh 1998] has been the driving force for developing this technology.  The most successful IE task thus far has been Named Entity (NE) tagging. The state-of-the-art exemplified by systems such as NetOwl [Krupka and Hausman 1998], IdentiFinder [Miller et al. 1998] and InfoXtract [Srihari et al. 2000] has reached near human performance, with 90 per cent or above F-measure. On the other hand, the deep level MUC Scenario Template (ST) IE task is designed to extract detailed information for predefined event scenarios of interest. It involves filling slots of complex event templates, including causality and aftermath slots. It is generally felt that this task is too ambitious for deployable systems at present, except for very narrowly focused domains.  

Information Discovery (ID) is a term which has traditionally been used to describe efforts in data mining.  The goal is to extract novel patterns of transactions which may reveal interesting trends. The key assumption is that the data is already in a structured form. Discovery in this paper is defined within the context of unstructured text documents; it is the ability to extract, normalize/disambiguate, merge and link entities, relationships, and events which provides significant support for ID applications. Furthermore, there is a need to accumulate information across documents about entities and events. Due to rapidly changing events in the real world, what is of no interest one day may be especially interesting the following day. Thus, information discovery applications demand breadth and depth in IE technology.   This paper focuses on rapid domain porting of an intermediate level IE engine, InfoXtract. InfoXtract is a domain independent but portable information extraction engine that has been designed for information discovery applications. 

A variety of IE engines, reflecting various goals in terms of extraction as well as architectures are now available. Among these, the most widely used are the GATE system from the University of Sheffield [Cunningham et al. 2003], the IE components from Clearforest (www.clearforest.com), SIFT from BBN [Miller et al. 1998], REES from SRA [Aone and Ramon-Santacruz 1998] and various tools provided by Inxight (www.inxight.com). Of these, the GATE system most closely resembles InfoXtract in terms of its goals as well as the architecture and customization tools. InfoXtract differentiates itself by employing a hybrid model that efficiently combines statistical and grammar-based approaches, as well as by using an internal data structure known as a token-list that can represent hierarchical linguistic structures and IE results for multiple modules to work on.  A key feature is the ability to rapidly customize the IE engine for a specific domain and application. In the remaining text, Section 2 defines the intermediate level IE outputs. Section 3 presents the hybrid IE model. Section 4 discusses domain porting and section 5 presents two applications which have exploited InfoXtract

2
InfoXtract: Intermediate Level IE 

InfoXtract [Srihari et al. 2003a] is a domain-independent and domain-portable, intermediate level IE engine. Figure 1 illustrates the overall architecture of the engine.  A description of the IE outputs from the InfoXtract engine in order of increasing sophistication is given below:

NE:  Named Entity objects represent key items such as proper names of person, organization, product, location, target, contact information such as address, email, phone number, URL, time and numerical expressions such as date, year and various measurements weight, money, percentage, etc. 
CE:  Correlated Entity objects capture relationship mentions between entities such as the affiliation relationship between a person and his employer. The results will be consolidated into the information object Entity Profile (EP) based on co-reference and alias support.

EP:  Entity Profiles are complex rich information objects that collect entity-centric information, in particular, all the CE relationships that a given entity is involved in and all the events this entity is involved in. This is achieved through document-internal fusion and cross-document fusion of related information based on support from co-reference, primarily based on alias association
GE:  General Events are verb-centric information objects representing ‘who did what to whom when and where’ at the logical level. Concept-based GE (CGE) further requires that participants of events be filled by EPs instead of NEs and that other values of the GE slots (the action, time and location) be disambiguated and normalized [Li et al 2002]. 

PE:  Predefined Events are domain specific or user-defined events of a specific event type, such as Product Launch and Company Acquisition in the business domain. They represent a simplified version of MUC ST. InfoXtract provides a toolkit that allows users to define their own PEs. 
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Figure 1:  InfoXtract Engine Architecture
2.1
Natural Language Processing Modules

The linguistic modules serve as underlying support system for different levels of IE.  This support system involves almost all major linguistic areas:  orthography, morphology, syntax, semantics, discourse and pragmatics.  A brief description of the linguistic modules is given below.

Preprocessing:  This component handles file format converting, text zoning and tokenization.  The task of text zoning is to identify and distinguish metadata such as title, author, etc from normal running text.  The task of tokenization is to convert the incoming linear string of characters from the running text into a token list; this forms the basis for subsequent linguistic processing.  An optional HMM-based Case Restoration module is called when processing case insensitive text [Niu et al. 2003a].

Word Analysis:  This component includes word-level orthographical analysis (capitalization, symbol combination, etc.) and morphological analysis such as stemming.  It also includes part-of-speech (POS) tagging which distinguishes, e.g., a noun from a verb based on contextual clues.    

Phrase Analysis:  This component, also called shallow parsing, undertakes basic syntactic analysis and establishes simple, un-embedded linguistic structures such as basic noun phrases (NP), verb groups (VG), and basic prepositional phrases (PP).  This is a key linguistic module, providing the building blocks for subsequent dependency linkages between phrases.  

Sentence Analysis:  This component, also called deep parsing, decodes underlying dependency trees that embody logical relationships such as V-S (verb-subject), V-O (verb-object), H-M (head-modifier).  The InfoXtract deep parser transforms various patterns, such as active patterns and passive patterns, into the same logical form, with the argument structure at its core.  This involves a considerable amount of semantic analysis.  The decoded structures are crucial for supporting structure-based grammar development and/or structure-based machine learning for relationship and event extraction.  

Discourse Analysis:  This component studies the structure across sentence boundaries.  One key task for discourse analysis is to decode the co-reference (CO) links of pronouns (he, she, it, etc) and other anaphor (this company, that lady) with the antecedent named entities.  A special type of CO task is ‘Alias Association’ which will link International Business Machine with IBM and Bill Clinton with William Clinton.  The results support information merging and consolidation for profiles and events.   
Pragmatic Analysis:  This component distinguishes important, relevant information from unimportant, irrelevant information based on lexical resources, structural patterns and contextual clues.  For example, many general events may be discarded if the information content is not deemed sufficiently important (e.g., is not linked to any NE).

2.2 Engineering Architecture

The InfoXtract engine has been developed as a modular, distributed application and is capable of processing up to 20 MB per hour on a single Pentium processor. The system has been tested on very large (> 1 million) document collections. The architecture facilitates the incorporation of the engine into external applications requiring an IE subsystem. Requests to process documents can be submitted through a web interface, or via FTP. The results of processing a document can be returned in XML. Since various tools are available to automatically populate databases based on XML data models, the results are easily usable in web-enabled database applications. Configuration files enable the system to be used with different lexical/statistical/grammar resources, as well as with subsets of the available IE modules. 

InfoXtract supports two modes of operation, active and passive. It can act as an active retriever of documents to process or act as a passive receiver of documents to process. When in active mode, InfoXtract is capable of retrieving documents via HTTP, FTP, or local file system. When in passive mode, InfoXtract is capable of accepting documents via HTTP.  The architecture facilitates scalability by supporting multiple, independent Processors. The Processors can be running on a single server (if multiple CPUs are available) and on multiple servers. Each component is an independent application. All direct inter-module communication is accomplished using the Common Object Request Broker Architecture (CORBA). CORBA provides a robust, programming language independent, and platform neutral mechanism for developing and deploying distributed applications. Processors can be added and removed without stopping the InfoXtract engine.

3
Hybrid Technology

InfoXtract represents a hybrid model for IE since it combines both grammar formalisms as well as machine learning. Achieving the right balance of these two paradigms is a major design objective of InfoXtract. The core of the parsing and information extraction process in InfoXtract is organized very simply as a pipeline of processing modules. All modules operate on a single in-memory data structure, called a token list.  The early motivation for this work was the FASTUS system [Hobbs 1993], which used a cascaded set of finite state grammars to achieve syntactic analysis.  This demonstrated the use of FST technology in NLP [Roche and Schabes 1997] beyond lexical look-up.  

3.1
Token List Representation

A token list is essentially a sequence of tree structures, overlaid with a graph whose edges define relations that may be either grammatical or informational in nature. The nodes of these trees are called tokens. InfoXtract’s typical mode of processing is to skim along the roots of the trees in the token list, building up structure ‘strip-wise’. So even non-terminal nodes behave, in the typical case, as complex tokens. Representing a marked up text using trees explicitly, rather than implicitly as an interpretation of paired bracket symbols, has several advantages. For example, it allows a somewhat richer organization of the information contained ‘between the brackets,’ allowing us to construct direct links from a root node to its semantic head, for example.

The processing modules that act on token lists can range from lexical lookup to the application of hand written grammars to statistical analysis based on machine learning all the way to arbitrary procedures written in C++. The configuration of the InfoXtract processing pipeline is controlled by a configuration file, which handles pre-loading required resources as well as ordering the application of modules. Despite the variety of implementation strategies available, InfoXtract Natural Language Processing (NLP) modules are restricted in what they can do to the token list to actions of the following three types :

Assertion and erasure of token properties (features, normal forms, etc.)

Grouping token sequences into higher level constituent tokens.

Linking token pairs with a relational link.

3.2
Grammar Formalism

Grammatical analysis of the input text makes use of a combination of phrase structure and relational approaches to grammar. Basically, early modules build up structure to a certain level (including relatively simple noun phrases, verb groups and prepositional phrases), after which further grammatical structure is represented by asserting relational links between tokens.  Grammars are written in a formalism developed for our own use, and also in a modified formalism developed for outside users. In both cases, the formalism mixes regular expressions with boolean expressions. Actions affecting the token list are implemented as side effects of pattern matching. So our processing modules do not resemble Finite State Transducers (FSTs) so much as the regular expression based pattern-action rules used in Awk or Lex. This is broadly similar to the way grammars are written in the JAPE formalism of the GATE system, based in its own turn on a formalism developed as part of the TIPSTER project (CPSL). 

Grammars are compiled to a special type of finite automata. These token list automata can be thought of as an extension of tree walking automata [Mönnich et al. 2001]. These are linear tree automata (as opposed to standard finite state tree automata [Gécseg and  Steinby 1997], which are more naturally thought of as parallel). The problem with linear automata on trees is that there can be a number of available ‘next’ nodes to move the read head to: right sister, left sister, parent, first child, etc. So the vocabulary of the automaton is increased to include not only symbols that might appear in the text (test instructions) but also symbols that indicate where to move the read head (directive instructions). We have extended the basic tree walking formalism in several directions for effective NLP use.

3.3
Machine Learning  

Machine learning (ML) has been used extensively in NLP.  The most common use of ML in IE has been named entity tagging [Bikel 2000, Srihari et al 2000].  ML is typically useful in classification tasks, such as POS tagging, or topic categorization.  In InfoXtract, ML techniques are used early in the cascade for the above tasks.  ML is also used later in the cascade in tasks such as co-reference, verb-sense tagging (in progress) as well as text mining tasks such as profile and event clustering.  In between, grammar modules are used to decode syntactic and semantic structures from text; it is claimed that grammars are more efficient in this task than ML techniques.  Both supervised machine learning and unsupervised learning are used in InfoXtract. Supervised learning is used in hybrid modules such as NE [Srihari et al. 2000], NE Normalization [Li et al. 2002] and Co-reference.  It is also used in the preprocessing module for orthographic case restoration of case insensitive input [Niu et al. 2003]. Unsupervised learning involves acquisition of lexical knowledge and rules from a raw corpus. The former includes word clustering, automatic name glossary acquisition and thesaurus construction. The latter involves bootstrapped learning of NE and CE rules, similar to the techniques used in [Riloff and Jones 1999]. The results of unsupervised learning can be post-edited and added as additional resources for InfoXtract processing.   A machine learning toolkit has been developed which is able to exploit InfoXtract output to produce rich feature representations useful in unsupervised learning.

3.4
Benchmarking InfoXtract Accuracy 

This section shows performance benchmarking of the major components of InfoXtract from shallow processing to deep processing.   Wherever possible, we adopt community corpora, standards and scoring procedures.  

NE remains the core foundation of an IE system.  We have tested our system on MUC-7 dry run data; this data consists of 22,000 words and represents articles from The New York Times, as shown in Table 1.  We used the MUC-7 dry run corpus in further benchmarking parsing and CE (Table 2) for normal, case-sensitive input.  We have included shallow parsing and additional deep parsing relations  (Verb-Complement relation, Head-Modifier relation, Equivalence Relation and Conjunctive relation) as well as other CE relationships.  
Table 1. NE Benchmarking on MUC-7 Corpus

	NE Type
	P
	R
	F

	TIME
	92%
	91%
	91.5%

	DATE
	92%
	91%
	91.5%

	MONEY
	100%
	86%
	92.5%

	PERCENT
	100%
	75%
	85.7%

	LOCATION
	96%
	94%
	95.0%

	ORG
	95%
	95%
	95.0%

	PERSON
	96%
	93%
	94.5%

	Overall 
	95%
	92%
	93.5%


Table 2: Parsing/CE Benchmarking
	
	P 
	R
	F

	Shallow parsing
	95.3% 
	96.7 % 
	96.0% 

	Deep parsing
	83.3%
	79.3%
	81.3%

	CE-Affiliation
	92.3%
	53.3%
	72.8%

	CE-Position
	91.3%
	70.0%
	80.7%

	CE-Location
	83.3%
	50.0%
	66.7%

	CE-Descriptors
	58.3%
	53.8%
	56.1%

	CE-others
	60.4%
	48.7%
	54.6%


Generally speaking, the keyword-driven, multi-level rule system for CE is geared more to precision than recall.  Our observation is that it is fairly easy to reach 85-90% precision and 50%-70% recall for initial development once a domain is determined.  To achieve between 50% and 70% for recall, it is basically the size of the grammars that matters.  When more time is spent in the development of more pattern rules, the recall will gradually increase.  But going beyond 70% recall is difficult.  Benchmarking of event extraction is in progress: comprehensive, qualitative benchmarking of event extraction is time consuming and also somewhat subjective.  It has been our observation, and feedback from users has confirmed this, that precision of event extraction is good, but recall is modest.  This is expected to improve with (i) more grammars, and (ii) the use of semi-automated domain porting tools.

4
Rapid Domain Porting

Considerable efforts have been made to keep the core engine as domain independent as possible; domain specialization or tuning happens with minimum change to the core engine, assisted by automatic or semi-automatic domain porting tools that have been developed.  InfoXtract incorporates several distinct approaches in achieving domain portability: (i) the use of a standard document input model, pre-processors and configuration scripts in order to tailor input and output formats for a given application, (ii) the use of tools in order to customize lexicons and grammars, and (iii) unsupervised machine learning techniques for learning new named entities (e.g. weapons) and relationships based on sample seeds provided by a user.   In this section, three key components of the domain porting are described, including the lexicon grammar development environment, the expert lexicon formalism as well as recent efforts in automated domain porting.    A major motivation for this work has been intelligence applications; these typically involve top-secret classified environments where the customization must be performed by personnel other than the InfoXtract developers.  

4.1 Lexicon Grammar Development Environment.

A primary objective of the InfoXtract design has been rapid and easy domain porting by non-linguists   [Srihari and Li 2003].  This has resulted in a development/customization environment known as the Lexicon Grammar Development Environment (LGDE). The LGDE permits users to modify named entity glossaries, alias lexicons and general-purpose lexicons.  It also supports example-based grammar writing; users can find events of interest in sample documents, process these through InfoXtract and modify the constraints in the automatically generated rule templates for event detection. With some basic training, users can easily use the LGDE to customize InfoXtract for their applications. This facilitates customization of the system in user applications where access to the input data to InfoXtract is restricted.  Figure 2, illustrating the LGDE visual environment shows that the domain specific event executive change grammar exploits the core syntactic and semantic parsing provided by InfoXtract.  The process of customizing grammars for a specific domain typically involves: (i) finding documents and instances of the event in question and highlighting them, (ii) processing the documents/sentences through InfoXtract and generating initial grammars for these events, (iii) loosening or tightening the constraints on the initial grammar to increase precision, recall or both.  InfoXtract and the LGDE are currently being used in a classified environment in order to customize event detection for intelligence purposes.  It is important to point out that those customizing the engine are (and were) not part of the InfoXtract development team.
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Figure 2:  Screen snapshot of LGDE

4.2 Expert Lexicon

Recently, we have developed an extended regular expression based formalism named Expert Lexicon, following the general trend of lexicalist approaches to NLP. An expert lexicon rule consists of both grammatical components as well as proximity-based keyword matching. All Expert Lexicon entries are indexed thereby reducing the pattern matching time compared to a sequential finite state device. 

Traditional lexicons use representations that are not sufficiently expressive to disambiguate meanings of words, thus leading to ambiguous entries.  To solve this problem, a lexicalized grammar functionality was built into our expert lexicon module.  Every lexicon entry can trigger  individual pattern matching rules.  Linguists can use this tool to specify the exact semantics for a specific context.  In addition, a new lexicon module which calls a finite state rule from within the lexicon module can go beyond the local pattern to check discourse constraints, such as co-occurrence of tokens at document, paragraph or sentence level or to check document level meta-data, such as statistical categories, zones, titles, source, author, etc. of the documents.  The Expert Lexicon is also used to handle the following: (i) phrasal verbs, and (ii) alias resolution rules.  A phrasal verb lexicon handles problems like separable phrasal verbs such as ‘put on the coat’ vs. ‘put the coat on’ and many individual or idiosyncratic linguistic phenomena.  A special Alias Expert Lexicon can be used to either link two strings with AliasLink relationship or a NotAliasLink relationship. This has proven to be a very effective tool that is already being used by our business team in specifying consumer brand lexicons.  For example, in order to tag 747 as a consumer brand name instead of a number, the word co-occurrence condition can be specified as follows:
Tag ‘747’ as brand if ‘Boeing’ is also mentioned in the same paragraph.

The expert lexicon formalism has facilitated the automated domain porting tools described below.  Any rules (NE glossary rules, relationship/CE rules) that are learned by an automatic process are in the form of expert lexicon rules.  These can then be manually examined and edited if desired.  

4.3
Automatic Domain Porting 

In terms of automatic domain porting,  [Rilof and Jones 1999] have explored multi-level bootstrapping for learning IE lexicons/glossaries based on a limited number of seeds.  As a domain porting technique for InfoXtract, a new two-phase bootstrapping approach to IE has been explored [Niu et al. 2003a].  This approach only requires a large raw corpus in the target domain plus a few IE seeds from the user to guide the learning.  The unsupervised learning is performed using the repository module that contains the InfoXtract-parsed corpus.  In Phase 1 learning, high precision and low-recall IE symbolic rules are learned.  In Phase 2, an HMM is trained to raise the recall using a corpus automatically tagged by the learned symbolic rules.  The resulting system demonstrates an added capability to extract the information objects defined by the user via ‘seeds’.  We have successfully applied this approach to NE tagging and CE relationship extraction.  The benchmarks show that the performance is approaching that of a supervised learning system.  The use of this approach in event extraction is now in progress.

In the NE bootstrapping experiment, we selected some common noun/pronoun seeds that correspond to the concept for the target NE type, e.g. he/she/man/woman for PERSON NE.  The bootstrapping procedure trains two successive learners: (i) a decision list is used to learn the parsing-based high precision NE rules; (ii) an HMM is then trained to learn string sequence-based NE patterns.  The CE relationship bootstrapping also consists of two learning phases. First, symbolic relationship extraction rules are learned after three levels of processing, namely, post-Named-Entity-tagging, post-shallow-parsing, and post-deep-parsing. Then, an HMM classifier is trained to identify the targeted relationship from the post-shallow-parsing context, using a training corpus automatically tagged by the symbolic rules learned in the first phase.  The resulting HMM is in effect a generalization of the recognized post-shallow-parsing contexts, hence it achieves higher recall.  

5
Applications  

The InfoXtract engine has been used in several applications, including an Information Discovery Portal (IDP) and Brand Dashboard (www.branddashboard.com).  A successful question-answering system [Srihari et al 2003b] has been developed that incorporates multiple levels of information extraction (NE, CE, SVO) in extracting answers from unstructured text documents.   Most QA systems are focused on sentence-level answer generation.  Such systems are based on information retrieval (IR) techniques such as passage retrieval in conjunction with shallow IE techniques such as named entity tagging.  The QA system based on InfoXtract represents a technique whereby multiple levels of IE are utilized in generating the most precise answer possible, backing off to coarser levels where necessary.  

The IDP supports both the traditional top-down methods of browsing through large volumes of information as well as novel, data-driven browsing. Users may select ‘watch lists’ of entities (people, organizations, targets, etc.) that they are interested in monitoring. Top-down methods include topic-centric browsing whereby documents are classified by topics of interest. IE-based browsing techniques include entity-centric and event-centric browsing. Entity-centric browsing permits users to track key entities (people, organizations, targets) of interest and monitor information pertaining to them. Event-centric browsing focuses on significant actions including money movement and people movement events.  Visualization of extracted information is a key component of the IDP.

Brand Dashboard is a commercial application for marketing and public relations organizations to measure and assess media perception of consumer brands. The InfoXtract engine is used to analyze several thousand electronic sources of information from content aggregators (Factiva, LexisNexis, etc.). The engine is focused on generating brand profiles that capture salient information such as the descriptive phrases used in describing brands (e.g. cost-saving, non-habit forming) as well as user-configurable messages that companies are trying to promote (safe and reliable, industry leader, etc.). The output is fed into a database-driven web application which produces report cards for brands containing quantitative metrics pertaining to brand perception, as well as qualitative information.

6
Summary and Future Work 

This paper has described InfoXtract, a domain independent, portable, intermediate-level IE engine.  There are several aspects to InfoXtract which make it a useful IE engine for information discovery purposes: (i) it is domain independent but portable to specific domains, (ii) it focuses on intermediate-level extraction, which is tractable and provides usable information such as entity profiles and normalized times and locations, and (iii) it reflects best-of-breed technology in grammatical processing and machine learning.  Benchmarks have demonstrated its state-of-the-art performance.  The architecture, both from algorithmic and software engineering perspectives has been discussed.  Most important, the development of both technology and processes to facilitate rapid domain porting have been defined and proven to be effective.  
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